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In this study, tbe perceived speed of a tilted line translating horizontally (for a duration of 167 msec). 
is evaluated witb respect to a vertical line uodergoing tbe same translation. Perceived speed of the 
oblique line is shown to be underestimated when compared to the vertical line. This bias increases: 
(1) who the line is further tilted, (2) with greater line leagt& (3) with lower contrasts, and tInally 
(4) with a speed of 2.1 deg/sec as compared to a bigher speed of 4.2 deg/sec. Tbeae results may be 
accounted for by considering that two velocity signals are used by the visual system to estimate the 
speed of the liae: the translation of this line (this signal does not depend on the line’s orientation) and 
the motion component normal to the line (this signal depemls on orientation). We suggest that these 
two signals are encoded by different types of units and that the tra~&tion signal is speciiically 
extracted at the lioe endings. We further suggest that these signals are integrated by a weighted 
average process according to their perceptual salience. Other interpretations are considered at the light 
of current models dealing with the two-dimensional integration of different velocity sigoals. 

Apparent speed Aperture problem Velocity integration Terminators Vector average 

INTRODUCTION 

Recovering the actual motion of a continuously moving 
contour can be formally represented by the extraction of 
a two-dimensional velocity field that assigns a direction 
and a magnitude of velocity to each point in the image. 
This task is not trivial for the visual system. Early 
motion detectors have spatially limited receptive fields 
and measure therefore a velocity signal which is local. 
They must consequently face the so-called “aperture 
problem’*: an orientation- and direction-selective unit 
does not signal the true local motion, but only the 
component of motion normal to the contour traversing 
its receptive field (Wallach, 1935). This local reading is 
ambiguous in the sense that it does not specify the 
velocity component tangent to the contour. As a conse- 
quence of this ambiguity, the measurement of the true 
global motion requires the combination of the primary 
local signals extracted at different locations along the 
contour. Although a set of local signals provides con- 
siderable constraint on the possible global motions, 
some additional assumptions on the physical plausibility 
of the computed motion are needed to guarantee a 
unique solution. Different assumptions result in specific 
algorithms of integration, and may yield different sol- 
utions for the same physical movement (e.g. three- 
dimensional motion with deformation). The validity of 
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an assumption relies then in its ability either to predict 
the actual motion, or to compute a velocity field that 
looks like the misperception reported in perceptual 
studies. For instance, the algorithm used by Hildreth 
(1984) does not permit the recovery of the true velocity 
field of an ellipse rotating around its centre: instead, the 
computed field presents a radial component which 
should result in the deformation of the moving ellipse, 
as far as this computation underlies the final percept. 
This perceived non-rigidity has indeed been reported, 
which constitutes an argument in favour of Hildreth’s 
model. 

When a contour is undergoing a pure translation in 
the fronto-parallel plane, two types of misperceptions 
may occur independently or concurrently. First, this 
contour may be perceived with a global velocity (direc- 
tion and speed) different from that of the actual velocity. 
Second, it may be seen as a non-rigid figure, that is with 
a computed velocity field made up of different vectors. 
Such misperceptions have indeed been reported. 

Recently, it was shown that the perceived direction of 
straight lines translating with a direction non-perpen- 
dicular to their orientation is biased towards the motion 
component normal to the line under some conditions 
(Lorenceau, Shiffrar, Wells & Castet, 1993). In the same 
vein, a planar curve undergoing a translation in the 
image plane appears sometimes as highly non-rigid 
(Nakayama & Silverman, 1988a, b). It is as though the 
visual system would accept some local velocity vectors as 
such (those in the region of non-rigidity), without con- 
straining them to be integrated in the global curve 
translation. 
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These kinds of misperceptions regarding pure trans- 
lations provide some constraints on the models of 
motion perception concerning the problem of two- 
dimensional velocity integration, and they should help to 
distinguish between them. For instance, the computed 
velocity field based on Hildreth’s (1984) algorithm is 
always similar to the actual motion. However, other 
models have been used to predict misperceptions of pure 
translation under some conditions. Perrone (1990) pro- 
posed a model which integrates local measurements 
using a voting scheme and at least qualitatively predicts 
direction misperceptions under some circumstances. 
Wilson, Ferrera and Yo (1992) using vector averaging, 
proposed a model which integrates Fourier and non- 
Fourier components and which applies to superimposed 
translating gratings (plaids). This model successfully 
predicts observed plaid-direction errors (Ferrera & 
Wilson, 1990) and plaid-speed errors (Ferrera & Wilson, 
199 1). The model of Yuille and Grzywacz (1988) predicts 
the perceived non-rigidity reported by Nakayama and 
Silverman (1988a,b) with translating planar curves (see 
also Grzywacz & Yuille, 1991). 

The crucial issue raised by these results concerns the 
conditions impeding the normal components of motion 
to be integrated, i.e. constrained, in a final unique rigid 
percept corresponding to the true motion. Nakayama 
and Silverman (1988a) argued that the local signals may 
be di~~ult to combine when they come from detectors 
not su~ciently different in their orientation tuning. This 
would render the global motion intepretation very un- 
certain because of the inherent noise embedded in each 
individual velocity signal. In order to overcome this 
difficulty, the use of feature points such as terminators, 
corners or points of high curvature, seems preponderant 
and would permit the recovery of the true velocity field 
by constraining the local signals. Indeed, Nakayama and 
Silverman (1988b) showed that the non-rigidity of two- 
dimensional figures was reduced by adding line termin- 
ators on the moving contour. Lorenceau et al. (1993) 
provided evidence that the bias in perceived direction 
towards normal components for translating lines was 
reduced in conditions favouring the processing of mov- 
ing line ends. The use of feature points to solve the 
aperture problem has also been assessed when moving 
contours distributed across space are translated with a 
common velocity (Wallach, 1935, 1976, Shimojo, Silver- 
man & Nakayama, 1989; Lorenceau & Shiffrar, 1992). 

Altogether, these results suggest that the motion of 
feature points, as opposed to the motion of little por- 
tions of the contour, is given a great weight at the stage 
where all velocity signals must be combined. They 
further suggest that terminators’ motion would be pro- 
cessed by specific motion detectors different from the 
classical units with elongated receptive field such as those 
described in the primary visual cortex. 

Recovering the global velocity of a moving contour 
also means recovering its speed. This issue is investigated 
in the present study with a simple question which is a 
complementary approach to the work of Lorenceau 
et al. (1993): namely, is the perceived speed of a straight 

line translating with a direction not perpendicualr to its 
orientation influenced by the local readings extracted 
along the line? If such a bias in apparent speed exists, 
does it depend on the relative perceptual salience be- 
tween line te~inators and the contour itself! 

The speed sensitivity of the human visuaf system is 
quite good as revealed by psychophysical studies. With 
single vertical lines undergoing translation, McKee 
(1981) reported that speed differences of 5% could be 
detected at medium speeds and with sufficient durations. 
Is this performance sufficient to detect the difference 
between the translation speed of a line oblique with 
respect to its trajectory and the speed readings normal 
to the line orientation? This speed difference is 6% for 
a line oriented 20 deg from the vertical and moving 
horizontally. Thus, this line, and also lines closer to 
horizontal, provide a speed difference between the trans- 
lation signal and the normal components signal which 
should be detected by the visual system. Then, making 
allowance for these two potential signals does make it 
plausible that an oblique line in translation implies the 
integration of different speeds. 

The issue of speed-integration was studied with single 
lines translating horizontally. The apparent speed of a 
comparison tilted line was judged by reference to a 
standard vertical line, whose speed was constant, and 
was accordingly varied with a staircase procedure. Ex- 
cept for the orientation, the standard and the compari- 
son stimuli were identical, so that they only differed in 
their ability to activate motion detectors responsive to 
other directions than that of the line’s translation. 

GENERAL MElTMMX3 

Stimuli 

The stimuli were white lines of different length, orien- 
tation and speed, translating horizontally either leftward 
or rightward. Their luminance was 131 cd/m2. The back- 
ground was grey with a luminance of 2.5 cd/m’. Lumi- 
nance was measured with a home-made photo-multiplier 
calibrated with respect to a CS 100 Minolta photometer. 
The room was dimly illuminated. 

The standard was a vertical line with a speed of 2.1 or 
4.2 deg/sec [Fig. l(a)]. The comparison stimulus was a 
tilted line with an orientation of 30, 45 or 60 deg above 
the horizontal [Fig. l(b)]. These orientations corre- 
sponded respectively to angles @ between the direction of 
Iocal velocity vectors and translation vectors of 60,45 or 
30 deg. The compa~son and the standard lines had the 
same length: 0.21, 0.88 or 1.76deg of visual angle. 

The sirens of eye movements was limited by the 
short mean duration (167 msec) used in all experiments 
(Westheimer, 1954; Robinson, 1965) and by the ran- 
domisation of the motion direction in each temporal 
interval of each trial As an aid to maintain fixation, a 
fixation point in the form of a red cross was displayed 
below the trajectory of the line. 

Attempts were made to minimize the use of distance 
and duration cues in estimating apparent speed. For 
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FIGURE 1. Spatial configuration of two temporal intervals of the 2AFC procedure. A line is drifted horizontally above a 
fixation cross. Its translastion velocity is represented by the solid vectors V,. The local orthogonal component of motion is 
represented by open vectors (V,). The centre of the line, whatever the line length, moved on the same trajectory whose vertical 
distance D to the fixation cross was 1.32deg. (a) Temporal interval containing the standard moving line which was always 
vertical (V, = Vr) with constant speed across trials. (b) Temporal interval containing a tilted comparison line (V, < V,). Line’s 
speed is varied by a staircase procedure. In this figure, the comparison’s speed equals that of the standard as it was the case 

at the beginning of each staircase. 

each presentation, the duration was randomly varied 
within a range of + 10% around the mean duration. In 
addition, the starting point of the trajectory was ran- 
domly chosen within a range of 0.42 deg centred on the 
middle of the screen. 

Whatever the line’s length, its centre always moved on 
a horizontal trajectory whose vertical distance to the 
fixation point (labelled D in Fig. 1) was constant 
(1.32 deg). 

Stimuli were displayed on a Sony RGB 19” monitor 
(GDM-1950) with a 1024 x 1280 pixels resolution and 
60 Hz refresh rate. The monitor was controlled by a 
computer (PC 386AT). Specially designed graphic soft- 
ware (Lorenceau & Humbert, 1990) was used to drive an 
Adage PG 90/10 graphics card. 

Observers viewed the stimuli binocularly with natural 
pupils at a distance of 87 cm. An adjustable chinrest was 
used to stabilize the head. 

Procedure 

A temporal two-alternative forced-choice (ZAFC) 
paradigm was used in conjunction with a staircase 
procedure. On each trial, two moving lines, the standard 
and the comparison, were presented sequentially in 
random order separated by an interval of 400 msec. 

After each trial the observer indicated which of the two 
lines appeared to be drifting faster by pressing one of 
two response buttons. The standard line had the same 
speed in all trials. The speed of the comparison line 
varied across trials according to a staircase procedure. 
Observers were not explicitly instructed to estimate the 
perceived horizontal speed. However, it seems likely that 
this task was implicitly implied by the horizontal motion 
of the standard vertical line. 

PILOT EXPERIMENT 

A pilot experiment consisting in an extensive speed 
discrimination task was performed by all observers 
before carrying out the main experiments. This aimed at 
ensuring: (1) that speed sensitivity would be high enough 
to detect the speed difference between the translation 
speed and speed readings normal to the line, and (2) that 
performance would not change during the main exper- 
iments. This training was performed until each observer 
reached a given criterium value as described below. 

The standard and the comparison stimuli were similar 
vertical lines that subtended 0.88 deg. The standard had 
a speed of 2.1 deg/sec. A block contained two staircases 
converging respectively on 0.29 and 0.71 thresholds 
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according to a transformed up-down method (Levitt, 
1971). In the 0.71 staircase, if the observer’s response 
was false, the comparison’s speed was increased at the 
next presentation of this staircase, and speed was only 
decreased when the observer responded “faster” for two 
successive presentations of the same speed. The starting 
values of each staircase were respectively -20 and 
+20% of the standard speed. Auditory feedback was 
provided after each trial to indicate the correctness of the 
response. This feedback was not provided in the actual 
experiments. Two blocks formed a session. 

The differential threshold (DT) was defined as the half 
difference between the 0.29 and 0.71 levels. The relative 
differential threshold (or Weber fraction) was the ratio 
of DT to the mean of the 0.29 and 0.71 levels. 

Sessions were continued for an observer until its 
Weber-fractions reached a stable level of < 13%. This 
level corresponds approximately to the performance 
reported in previous studies bearing on speed discrimi- 
nation for the duration and speed employed here 
(McKee & Welch, 1985; de Bruyn & Orban, 1988; 
Snowden & Braddick, 1991). This percentage is also the 
speed difference between local speed and translation 
speed for a line oriented 30 deg from the vertical 
(0 = 30 deg). Thresholds improved over time by a factor 
of about 3 for the three observers who had never 
practised motion psychophysical tasks (SD, LF and 
AMD), and only by 2 or even less for the remaining 
observers all accustomed to similar tasks. 

EXPERIMENT 1 

The general purpose of this experiment is to test 
whether the perceived speed of an oblique line in trans- 
lation is biased towards local speed-readings normal to 
the line. The predictions corresponding to such a bias are 
best understood by considering Fig. l(b): a tilted line is 
shifted horizontally to the right with a translation that 
is represented by the vector V,. The speed of any local 
reading V, elicited by this line in motion is determined 
by the “constraint” dashed line. If local velocities are not 
properly integrated, one would predict that they should 
reduce the perceived speed of the line, because the 
magnitude V, is shorter than the magnitude V, of the 
translation (note that whereas a vectorial quantity is 
indicated by bold characters, its magnitude is rep- 
resented by plain text). 

In conditions in which local velocities are more or less 
taken as such, a second prediction can be made concem- 
ing the effect of line orientation on apparent speed. 
Indeed, tilting a line towards horizontal, i.e. increasing 
the angle 8 between a given line translation VT and the 
direction of its local vectors V, reduces the magnitude of 
V, with respect to V, (V, = cos(B)*V,). Thus, any speed 
underestimation should become more important when 
the orientation of the line approaches the axis of the 
trajectory, i.e. when the ratio of V, to V, is reduced. 

In order to test whether the horizontal translation 
signal was specifically carried by the terminators, we 
increased the number of units supposed to respond to 

the orthogonal component of motion by increasing the 
length of the line. In our view, this should result in a 
relative decrease of the terminators’ signal and conse- 
quently in a greater bias of perceived speed, provided 
that the translation signal is essentially signalled by the 
terminators, These effects were studied with different 
speeds to make sure that the results could not be 
interpreted as just reflecting a particular speed difference 
between local speeds and terminators’ speeds. 

For these three reasons, the apparent speed of a tilted 
line moving horizontally was assessed in this experiment 
for three orientations, three lengths and two speeds of 
this line. 

Procedure 

The standard line (vertical) had the same speed in all 
trials. The speed of the comparison line (oblique) varied 
across trials according to a staircase procedure. 

A block consisted of three interleaved staircases each 
attributed to a different orientation of the line. The 
interleaving was randomized with the following con- 
straints: every 15 trials, each of the three conditions were 
presented five times, and no condition was allowed to be 
presented more than three times in succession. This 
permitted an homogeneous presentation of the three 
conditions across trials, without the observers being able 
to anticipate which condition would be presented next. 
A block was ended after 12 reversals had occurred in 
each of the three independent staircases. 

Each staircase was run according to a simple uprdown 
method (Dixon & Mood, 1948) converging on a 0.5 
threshold. A “comparison faster than standard” re- 
sponse decreased the comparison’s speed and a “slower” 
response had an inverse effect. At the beginning of each 
staircase, the standard and comparison speeds were 
equal, and the comparison speed was then varied by a 
step of 20%. This step was halved after the first reversal, 
and halved again after the second reversal where it was 
kept constant until the end of the series. The mean of the 
last six reversal points was taken as the 0.5 threshold 
(Wetherill & Levitt, 1965). 

Within a session, two blocks were peformed for each 
of the three line length conditions, resulting in six 
randomly ordered blocks. In each session, the standard 
speed was constant, Observers performed three sessions 
for each of the two standard speeds (2.1 or 4.2 deg/sec). 

Five observers participated in the first experiment, 
three of them were unaware of the hypothesis under 
study. All had normal or corrected to normal vision. 

Results and discussion 

Relative perceived speed was defined as the ratio of 
the standard speed to the comparison speed (Vs/Vc). In 
Fig. 2, relative perceived speed is plotted against VL/V, 
(the ratio of the orthogonal component’s speed VL to the 
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FIGURE 2. Results of Expt 1 for the standard speed of 2.1 deg/sec and for four observers with line length as a parameter 
(indicated by the legend in the box). Relative perceived speed is plotted against the ratio of the local speed to the translation 
speed (V,/vr). The upper horizontal axis shows the three angles 0 between V, and Vr corresponding to the three line 
orientations used in our study [VJV, = cos ((I)]. The horizontal dotted line (Vs/Vc = 1) represents veridical match between 

the standard and the comparison. The vertical bars indicate standard errors. 

terminator speed V,). To allow clear representation of 
the data, the angle 8 between V, and Vr corresponding 
to each value of V,/v, appears in the upper horizontal 
axis. With this notation, V,jV, =cos(8). The use of 
VL /V, as abscissa emphasizes our hypothesis that appar- 
ent speed should depend on the relative magnitude of V, 
with respect to V,. The results are represented at a 
standard speed of 2.1 deg/sec in Fig. 2 for four observers 
(MB, EC, ED, JL), and at a standard speed of 
4.2deg/sec in Fig. 3 (with one more observer SD). 
All data have been averaged across observers since 
the variability between them was low. They are shown 
on Fig. 4 for the two standard speeds (2.1 and 
4.2 deg/sec) used in Expt 1 with the same notations as in 
Figs 2 and 3. 

For all observers and for the two standard speeds, the 
speed of the comparison tilted line is lower than that of 
the vertical standard, except for the shortest length 

{squares). This bias increases either with line orientation 
or line length. 

Effect of line orientation. For the long (inverse tri- 
angles) and intermediate (circles) lengths, apparent speed 
declines when the orientation of the line deviates from 
the vertical, i.e. when the angle 0 between the local 
velocities’and the translation vector increases. In other 
words, the perceived speed of the tilted line is decreased 
when the speed of local readings (V,) is reduced by 
gradually tilting the line towards the horizontal axis of 
the translation (and hence decreasing V,/V, since the 
translation is constant whatever the o~en~tion). This 
result is in agreement with our initial hypothesis that 
local readings would be taken as such by the visual 
system and would bias the estimate of the translation 
speed towards lower values. If speed estimation entirely 
relied on local estimates however, results would fall on 
the dashed-dotted lines in Fig. 4. This is obviously not 
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FIGURE 3. Results of Expt I for the standard speed of 4.2 deglsec and for five observers with line length as a parameter 
(indicated by the legend in the box). Notations are the same as in Fig. 2. 

the case, which suggests that these local speeds are 
integrated with the translation speed at some stage, and 
yield a compromise estimate between both. 

These results suggest that two motion signals are 
extracted at an early stage in our display: local velocity 
(V,) and translation velocity (V,). These two signals 
are then combined and yield, in our experimental 
conditions, an apparent speed whose magnitude lies 
between VL and VT, The precise nature of the translation 
signal is however not clear. Is it a motion signal specifi- 
cally extracted at the line urinator? Or is it due to 
other m~ha~ms? One ~ibility would be for instance 
to detect the horizontal transIation all along the line 
with Reichardt-type detectors correlating elements 
of like orientation (here oblique with respect to the 

detector axis). Indeed, such a correlation process was 
demonstrated by van den Berg, van de Grind and van 
Doorn (1990). The first hypothesis however, invoiving 
specific terminators’ motion, is the only one to predict 
that increasing the line length would resuh in a differen- 
tial processing of the translation signal and the local 
signals. Thii prediction is based on the potential 
enhancement of the activity representing the component 
of motion normal to the line by virtue of a greater 
number of units recruited along the line, whereas the 
te~~ators’ motion should not benefit of this increased 
length. In contrast, the second h~othe~ would not 
predict any difference concerning a change in the 
efficiency of both signals since both would benefit 
equally of a length increase. 
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to the predictions of the weighted average hypothesis (see text). The two weights (a and 8) corresponding to the average vector 
associated with each adjusted line are tabulated in Table 1. If perceived speed was solely determined by the normal component 

V,, results would lie on the 45 deg oblique line (dot-dashed line). 

We therefore tested these hypotheses by evaluating the 
perceived speed of the tilted line for three different 
lengths. 

Efict of line length. Figure 4 shows that apparent 
speed is reduced for all orientations when the line length 
is increased from the shortest (squares) to the longest 
(triangle). For the shortest line length (squares), the 
tilted comparison line has the same apparent speed as the 
vertical standard speed (Vs/Vc about 1). 

This increased speed underestimation with longer lines 
indicates that only readings normal to the contour are 
pooled along the line before being integrated, whereas 
the translation signal seems not to be. This is con- 
veniently described by an interaction between a specific 
terminators’ motion, that does not benefit from the 
increasing length, and local readings. When line length 
is increased, the normal component of motion becomes 
therefore relatively more salient than terminators’ 
motion in the combination process. Conversely, when 
the length becomes very short (our shortest line subtends 
0.21 deg of visual angle), the normal component be- 
comes so weak compared to the line endings motion that 
it is discarded from the integration process, and cannot 
bias perceived speed anymore (circles). This failure of the 
normal component to be integrated explains also why 
the shortest line has the same apparent speed regardless 
of its orientation. 

Pooling perpendicular to the direction of motion has 
already been described by van Doom and Koenderink 

(1982). These authors have shown how enlarging the 
width of a stroboscopically moving dot pattern could be 
effective in enhancing its threshold signal to noise ratio, 
although pooling in the direction of movement is much 
more efficient (see also McKee & Welch, 1985). Whether 
the same type of pooling process is at work here is 
however unclear because of the different methodologies 
used in both studies. Most notably, the presentation of 
the moving dot pattern, limited only by the response of 
the subject, was much longer than the one used in our 
study (167 msec). It is then possible that the pooling 
process occurring with our display may operate on a 
faster time scale. 

Some computational models explicitly use the spatial 
pooling of early motion signals. In Perrone’s (1990) 
model for instance, the motion signals elicited by long 
edges of a moving object are over-represented. Conse- 
quently, the computed velocity of the moving object does 
not usually yield the actual motion, Instead, a bias 
towards the velocity of the longest lines is shown to 
occur. 

Alternatively, instead of interpreting these results as 
due to an absolute increase of the local signals influence 
by virtue of spatial pooling, one could argue that 
terminators in fact lose their influence because they 
would be presented more peripherally as line length 
increases. Indeed, the integration of terminators’ motion 
was shown to be much impeded at an eccentricity of 
7 deg (Lorenceau & Shiffrar, 1992). 
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It seems unlikely that the length effect reported here 
may be explained by the smallest influence of termin- 
ators, although this interpretation cannot be completely 
ruled out. First, the centre of the lines whatever their 
length is always presented at the same eccentricity 
(D = I.32 deg, Fig. I) which always makes the lower 
terminator closer to the fovea when length is increased. 
Second, the eccentricity of the upper terminator is 
relatively small (~2 deg for the longest line). Thus, a 
reasonable prediction is that the stronger signal of the 
lower te~inator should at least compensate for the 
slightly weaker signal of the upper terminator. 

Finally, this length effect is in qualitative agreement 
with the work of Lorenceau et al. (1993). This study 
showed that the bias towards the direction of local 
readings was more pronounced when line length was 
increased, and already proposed an inte~retation based 
on the spatial pooling of local readings. 

Efict of speed. Inspection of Fig. 4 reveals that the 
results concerning orientation and length effects are 
qualitatively the same with the standard speeds of 2.1 
and 4.2 deg/sec. However, the bias in apparent speed is 
more impo~nt with the speed of 2.1 deg/sec both for 
the medium length [F(1,3) = 18.15; P = 0.021 and the 
long length [F(1,3) = 35.82; P = 0.009]. In this case, in 
contrast to the length effect, it is a priori not clear 
whether this increased bias results from an absolute 
degradation of terminators’ motion or from an increase 
of the focal components’ signal per se. In the first 
hypothesis, it could be argued for instance that the units 
processing local readings are tuned to lower speeds than 
those processing terminators. Instead of this ad hoc 
hypothesis however, we suggest that lower speeds pro- 
duce a signal normal to the contour which is stronger 
than the translation signal. This predominancy would 
occur for two reasons that might be non-exclusive. First, 
the normal component of motion could be weightier at 
lower speeds because spatial pooling occurs more easily 
when speed is decreased. This is suggested by considering 
the results of van Doorn and Koenderink (1982) already 
mentioned (their Fig. 3). These authors report an el- 
evation of the thresholds associated with higher speeds. 
This loss of sensitivity indicates somehow a degradation 
of the pooling process with greater speeds, We propose 
that the same mechanism, less spatial pooling along the 
line at greater speeds, takes place in our study. It would 
thus explain why the relative weight of the orthogonal 
component is lower for a speed of 4.2 deg/sec than for 
a speed of 2.1 deg/sec. The second intepretation is not in 
terms of interaction between local normal readings and 
te~inators’ signals, but rather between motion detec- 
tors with different spatial scales. There is psychoph~i~ 
evidence that motion detectors integrate energy over 
regions whose extents are proportional to the speed they 
are tuned to (e.g. van de Grind, Koenderink & van 
Doorn, 1986). As a consequence of the poorer spatial 
resolution with higher speeds, the units responding to the 
horizontal translation of a tilted line would become 
relatively more numerous than the units responding to 
the normal component of motion. Thus a model that 

integrates motion over multiple spatial scales (e.g. Smith 
& Edgar, 1991) by favouring the most active population 
could be also consistent with our results. 

The first experiment provided evidence that the per- 
ceived speed of a tilted line translating horizontally was 
judged lower than a vertical line moving with the same 
translation. This decrease of apparent speed was 
stronger when the line was made more oblique, that is 
when the local speed readings were shorter. This bias was 
also greater when the length of the line was longer, or 
its speed lower. We interpreted these findings as evidence 
that the terminators’ motion per se along with the 
orthogonal components of motion are early signals that 
interact with different relative weights. 

In order to reinforce this hypothesis, we wished to 
know if another simple attribute of the moving contour, 
supposed to alter specifically the processing of the 
terminators, would result in a lower apparent speed of 
the line by allowing more relative infhtence to the local 
signals. Lorenceau and Shiffrar (1992) and Lorenceau 
et al. (1993) have shown how low contrast levels of 
moving contours could make the motion signals of 
terminators less salient in tasks involving the integration 
of different velocities. Therefore, the luminance was 
rna~p~a~ in this experiment in order to generalise our 
finding that ~timating the perceived speed of a moving 
contour relies on a combination process involving two 
types of signals: local perpendicular components and 
terminators’ motion. 

Stimuli and procedure 

The standard and comparison lines had the same 
length (0.88deg of visual angle), and same ltinance 
that could take one of five levels (3.8, 5.2, 7, 10.6 or 
13 1 cd/m’). The highest level was the one used in Expt 1. 
The comparison line had an orientation of 30 deg above 
the ho~ontal (0 = 60 deg), The standard speed was 
2.1 deg/sec. 

During the first session, the starting speed of the 
comparison-stimulus was the same as that of the stan- 
dard, and for subsequent sessions it was set at -t 10% of 
the standard speed to aa#h?rate staircase convergence. 
After the first reversal, the step (10% of ~~a~ speed) 
was halved and kept constant. Then the up-down pro- 
cedure was run until six reversals were achieved. The 
estimate was the. mean of the six last reversals. In all 
other respects, the stimuli and procedure were the same 
as in Expt 1. 

Three observers, one of the authors, and two naive 
observers (LF, AD) who had never pra&aed psycho- 
physical tasks, served in this experiment. The two naive 
observers had beforehand gone through extensive train- 
ing in the speed discrimiuation task already described. 

Results and diction 

The relative perceived speed of the tilted line is plotted 
against its luminance for three observers on Fig. 5. The 
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FIGURE 5. Results of Expt 2 for three observers. Relative perceived speed is plotted as a function of the line luminance 
(logarithmic scale). The horizontal dotted line (Vs/Vc = I) represents veridical match between the standard and the comparison. 
If perceived speed was solely determined by the normal component V,, the results would lie on the dashed line. Vertical bars 

indicate standard errors. 

first point to be noted is the speed underestimation for 
all luminance levels used: all experimental points lie 
below the thin dotted line representing perfect matching 
with the standard (Vs/vc = 1). Since the standard and 
the comparison had identical luminance, these results 
cannot be accounted for by the lower apparent speed of 
low contrast stimuli reported by Thompson (1982) and 
Stone and Thompson (1992). With the highest level 
(131 cd/m2), the decrease in perceived speed is similar to 
that obtained in Expt 1 with the same level (between 0.8 
and 0.9). With lower luminance levels, apparent speed 
decreases indicating a progressive higher influence of the 
orthogonal component of motion at a subsequent stage 
of combination. If perceived speeds were uniquely deter- 
mined by local readings, the results would lie on the 0.5 
dashed line (V,/V, = 0.5 with this line orientation). 
While the relative influence of local motions and termin- 
ators’ motions stays constant between about 10 and 
131 cd/m2, the relative influence of the normal com- 
ponent becomes progressively greater with lower lumi- 
nanoe levels. For observer LF, the effect of luminance is 
non-monotonic for the lowest levels because of the very 
low visibility he reported in these conditions after the 
experiments. 

This progressively greater bias toward orthogonal 
components with lower luminance levels was already 
reported in our previous work (Lorenceau et al., 1993) 
where it was revealed by measuring the perceived direc- 
tion instead of the apparent speed of translating lines. 
This misperceived direction with lower luminance was 
also reported here, although not measured, by all ob- 
servers when asked about it at the end of the experiment. 

The effect of luminance on the integration of different 
velocities was also studied by Lorenccau and Shiffrar 
(1992) with an outlined diamond moving behind non- 
visible apertures. From a computational point of 
view, recovering the true motion of this stimulus implied 
the integration of the components of motion normal 
to the visible parts of the diamond that were distributed 
across space. It also meant “ignoring” the velociites 
of the line terminators (resulting from the occlusion 
by the apertures) which were not correlated with the 
true motion. The results showed that correct recovery 
was only possible with low luminance levels. This 
suggested that low contrast renders terminators’ motion 
less salient and permits the integration of the local 
readings normal to each contour in a final global 
coherent percept. 



Altogether, these results may be interpreted in three 
ways. First, the influence of luminance could be due to 
its differential effect on two types of early detectors which 
process respectively the terminators’ motion and the local 
orthogonal motion, as first proposed by Lorenceau and 
Shiffrar (1992). They suggested that the response of 
terminators’ motion was carried out by detectors with 
higher contrast thresholds than that of detectors respond- 
ing to oriented contours. Accordingly, lower contrasts 
would diminish the probability of signaling terminators’ 
motion much more than the probability of signalling local 
velocity readings. 

Alternatively, it could be hypothesized that the spatial 
pooling of local signals along the line, demonstrated 
in Expt 1, is in fact responsible for the effect of luminance. 
The loss of visibility induced by lower luminance 
levels could be the same at an early stage in both 
terminators’ detectors and normal components’ detec- 
tors. However, the signal normal to the contour would 
be less altered than terminators’ motion by virtue of 
spatial pooling. 

A third alternative may be envisaged if the translation 
signal was detected by more global processes. One could 
argue that motion detectors tuned to large scales in the 
order of the line length would be responsible for analysing 
the motion of the line as a whole. The existence of such 
detectors is supported for instance by the motion capture 
effect described by Ramachandran and Cavanagh (1987). 
This hypothesis is indeed compatible with our results 
provided that large scale detectors are less sensitive than 
smaller detectors activated by local normal signals. 

WEIGHTED AVERAGE HYPOTHESIS 

We now present a simplified quantitative model which 
aims at formalizing the integration of different velocities 
in order to obtain a final velocity estimate. So far, our 
data on apparent speed have been stated in qualitative 
terms. We have assumed, on the basis of these results, that 
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two primary motion signals are available in our display: 
the true translation motion of the line (V,), and local 
components normal to the contour (V,). Although 
reliance on the translation motion alone would permit to 
recover the true velocity field of the moving line, the visual 
system defaults towards local readings in our experimen- 
tal conditions. This results in a final velocity estimate 
which is a compromise between the translation motion 
and local orthogonal signals. 

Intuitively, this qualitative characterization seems to be 
consistent with an averaging process of the velocity 
vectors V, and V,. In addition, vector averaging is an 
attractive tentative model because it permits the assign- 
ment of different relative weights to both signals (V, and 
V,), thus describing their respective perceptual saliences. 
Therefore, we set out to compare our results in Expt 1 
with quantitative predictions based on a weighted average 
of the translation motion and local readings. 

We first review some of the basic definitions of vector 
calculus applied to our display. Figure 6 represents the 
upper part of an oblique line undergoing a translation V, 

rightward. The vector V, is a local reading normal to the 
contour. Both vectors are “attached” to the upper line 
terminator to allow a vector construction as in a velocity 
space. The vector labelled Va, is the average vector of V, 

and V, in the usual sense. In this case, it is often referred 
to as a mean vector. It is obtained by taking the half 
diagonal of the parallelogram constructed with V,, and 
V,. Using vectorial notation, this leads to the expression: 
Va, = $V, + $V,. Other vectors can be calculated by 
assigning different weights to V, and V,, so that the 
resultant average vector Vai has its terminal point “slid- 
ing” along the segment (dashed line) joining both termi- 
nal points of V, and V, . The more weight is given to VT, 

the more the average vector “slides” upwards. 
In the general case, we have: 

Va,=u*V,+/l*V, (1) 

witha+b=l. 

/ / 
/ I 

FIGURE 6. Upper part of a tilted moving line illustrating the weighted average calculus. The translation of the line is 
represented by the solid vector Vr attached to the upper line terminator. The components of motion perpendicular to the 
contour is represented by the open vector V,. The vector Va,, the half diagonal of the parallelogram constructed with V, and 
V,, is an equally weighted average (the mean) of V, and V,. As the relative weight a assigned to V, is reduced, the resultant 
average vector Va, “slides” along the dashed line towards V, (VP, = a WV, + /I*V, with a + /? = 1). Va, and Va, correspond 

respectively to weights u of f and $. 
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In Fig. 6, only three average vectors among all 
possible have been represented: Va, already defined, 
Va, = $*V, + $*V, , and Va, = i*V, + $VT. The shift 
from Va, to Va, , as well as from Va, to Va, , corresponds 
to the division by 2 of VL’s weight. These three average 
vectors have been chosen to illustrate graphically the 
effect caused by a two-fold decrease of V,‘s weight. Note 
also that they are constructed with a inferior to /? to 
remind that terminators are often given a great func- 
tional role in the integration of different velocities 
(Hildreth, 1984; Shimojo et al., 1989; Lorenceau & 
Shiffrar, 1992). 

As mentioned above, we wish to know whether the 
ma~itude of any average vector Va, is consistent with 
the apparent speed of our display in Expt 1. More 
precisely, we assume that a given line length produces a 
constant weighting of VL and VT regardless of the 
orientation of the line. To assess numerically this predic- 
tion, the magnitude of the vector Va, corresponding to 
a given set of weights has to be calculated in function of 
the line orientation. In fact, since we are interested in 
relative speed, we have to calculate Vai/V, (indeed VT is 
the translation speed of the tilted comparison line) which 
is exactly the value predicted for relative perceived speed. 
Moreover, since we have chosen to plot the data of Expt 
1 against VJVT, we would like to express Va, /V, as a 
function of VJV, to permit direct graphical compari- 
son. This is achieved with simple vector calculus (as 
shown in the Appendix) by deriving the following func- 
tion from equation (1) 

Vai/Vr = J{j?‘+ (a2 + 2*a*B) (VJJV,)‘). (2) 

This function permits now to answer the question: 
what is the average vector associated with each line 
length under the assumption of vector averaging in 
Expt I? For the medium and long line lengths, the data 
have been fitted with the function (2) by adjusting the 
parameters tl and /?. The best fit is represented by dashed 
lines in Fig. 4 for the long and medium lengths at two 
standard speeds, and the parameters of these adjust- 
ments are displayed in Table 1. Inspection of Fig. 4 
shows that experimental points lie close to the predic- 
tions. This is consistent with the hypothesis that each line 
length results in the adoption of a different set of relative 
weights that stays constant for all orientations of the 
contour employed here. Then the magnitude of the 
corresponding average vector would be computed, yield- 
ing lower values when the line becomes more oblique. 

More geometrical insight into the aspect of the vectors 
corresponding to the fitted parameters is provided by 

TABLE 1. Relative weights of V, and VT as estimated 
in Expt 1 with a weighted average hypothesis 

Standard speed 

Medium length 
Long length 

2.1 deg/sec 4.2 deg/sec 

u B a B 

0.21 0.79 0.14 0.86 
0.41 0.59 0.25 0.75 

considering for instance the vector Va, G*Vt + f*V,) in 
Fig. 6. This vector turns out to be close to the average 
vector computed for the long contour (triangles> with a 
standard speed of 4.2 deg/sec [Fig. 4(b)]. 

The adjusted weights (Table 1) express quantitatively 
two results that were already reported in Expt 1. First, 
for the two speeds used, we note that a two-fold increase 
in the line length multiples the weight a attached to V, 
by a factor of about 2. Second, the weight a of the 
orthogonal component is about 1.6 times lower for a 
speed of 4.2 deg/sec than for a speed of 2.1 deg/sec with 
the two lengths. In addition, it is simply verified, with 
this vector-description, that the relative weight assigned 
to the urinators’ motion is always greater than that 
given to local readings. 

This quantitative approach does not claim to provide 
a general model of velocity integration. In its present 
form, it offers a simple description of the results of 
Expt 1. The main assumption of this model is that the 
two signals that must be fed into the combination stage 
are the vector quantities VL and V, . The relative strength 
of both signals depends on the filtering characteristics 
and on the pooling properties of early motion detectors. 
In this sense, the relative weights a and #? reflect the effect 
of many confounded factors. 

One of these factors might be the luminance of the 
lines, as suggested by the results of Expt 2. Actually, the 
bias in apparent speed increases with lower luminance 
levels which implies that a and fl depend on luminance. 
Another factor might be the duration of presentation. 
Recently, Yo and Wilson (1992) showed that some 
misperceptions with two-dimensional patterns could dis- 
appear when the duration of presentation was increased. 
We also presented similar effects of duration with 
oblique lines in translation: the bias towards local or- 
thogonal readings diminished with longer durations and 
finally disappeared with a duration of about 5OOmsec 
(Lorenceau et al., 1993). In this latter work, in contrast 
to the present one, the model we proposed was better 
adapted to take into account the properties of early 
motion-extraction processes. This model included differ- 
ent contrast sensitivity functions, and different time 
constants, for the two populations supposed to process 
the signals VL and VT. 

The quantitative predictions made here in order to test 
the averaging hypothesis are based on the use of three 
different orientations for each condition in Expt 1. One 
could question whether the averaging strategy would 
hold for other orientations and especially for those close 
to horizontal. Figure 7 shows, for three observers, the 
predictions (in dashed lines) extrapolated from their 
individual performances in Expt 1 as a function of all 
possible angles between V, and VT. The notation is the 
same as in Fig. 4. Open symbols represent the measure- 
ments obtained in Expt I. According to these predic- 
tions, the perceived speed of lines very close to 
horizontal (small values of V,/V,) should be greatly 
under-estimated. This misperception is predicted, even 
for horizontal lines, because the model assumes that any 
signal V,, even when it has a very small magnitude, is 
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FIGURE 7. Effect of line orientation on apparent speed for three observers with one line length and one standard speed. The 
three measurements already made in Expt 1 are represented by open symbols. These data are adjusted with dashed lines 
according to the predictions of the weighted average hypothesis. Additional measurements with lines close to horizontal are 
represented by solid symbols. The six experimental points are fitted by solid lines according to the averaging model. Stamiard 

speed, 2.1 deg/sec; line length, 1.76 deg. 

still able to activate velocity m~hanisms. However, 
there are reasons to doubt the validity of this prediction. 
First, reliable velocity coding implies spatio-temporal 
recruitment of motion detectors (McKee & Welch, 
1985), a process which should be relatively more difficult 
as the line becomes more oblique. Second, low speeds are 
known to be relatively less precisely encoded than 
medium ones (McKee, 1981; de Bruyn & Orban, 1988; 
Snowden & Braddick, 1991). At the extreme, one could 
even wonder whether the task of judging the speed of 
very oblique lines still implies a two- rather than a 
one-dimensional integration of velocities. At first sight, 
a horizontal line moving horizontally seems to imply the 
integration of only one-dimensional velocity signals 
across space. If it was the case, the predictions of the 
averaging model should not be reliable with small V, 
signals, and this model should be modified to 
incorporate the dependence of c1 on line-orientation. 

In order to answer these questions, we made some 
additional m~ur~nts using the same procedure and 
the same stimuli as in Expt 1. The e4Tec.t of line-orien- 
tation on perceived speed was assessed for three ad- 
ditional angles (6 = 75, 85 and 90deg). Note that the 
angle of 90 deg corresponds to an horizontal line. Only 
one line length (1.76 deg) and one speed (2.1 deg/sec) 
were used. The results are shown in Fig. 7 with solid 
symbols for three observers (observer MI3 was ~aware 
of the purpose of the experiment). The apparent speed 
of the lines close to horizontal, along with the horizontal 
line itself, is clearly underestimated with respect to the 
vertical line. Although there is some inter-subject vari- 
ability, the data seem to indicate a certain stabilization 
of the bias in apparent speed with small values of V, /VT. 
How do these data fit with the averaging predictions? 
When compared with the extrapolation from the three 
points measured in Expt 1 (dashed lines), the present 
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data indicate a moderate saturation of the effkct, es- 

pecially for observer EC. This is not the case, however, 
when all orientations are included in the adjustment 
(solid lines). Then, the data seem compatible with an 
averaging of V, and VT that implies less bias towards V, . 
In this latter case, although the fit is obviously less 
accurate, the hovering perceived speed is in keeping with 
the predictions of the averaging hypothesis for all orien- 
tations (except for observer MB with the horizontal 
line). 

Despite some inter-subject va~ability, these results 
are broadly consistent with an averaging model with- 
out further embellishment. It seems therefore that the 
underestimation reported with the lines close to horizon- 
tal may also be interpreted as a bias of the translation 
signal towards local slow speeds. The underestimation of 
the horizontal line further suggests that the null com- 
ponent of motion orthogonal to the line is encoded 
and incorporated in the averaging process. This encod- 
ing is consistent with the idea that any system of 
directionally selective detectors must have a character- 
istic null response when no movement occurs (Barlow 62 
Hill, 1963). 

Finally, it must be noted that, according to the vector 
averaging model, a bias in apparent speed for oblique 
lines should be closely correlated with a bias in apparent 
direction. This prediction cannot be tested on the basis 
of the work of Lorenceau et al. (1993) on misperceived 
directions. In fact, in this latter study, the direction-bias 
was estimated by its probability of occurrence instead of 
its apparent direction, Moreover, the main purpose of 
this previous study was not to test the possibility of an 
averaging process, so that only one orientation of the 
oblique lines was used. This of course prevents us from 
comparing the data obtained in this way with the 
averaging predictions. Therefore, we think that the 
question whether direction and speed are processed 
independently or not should be further investigated, 

To sum up, in conditions in which the normal eom- 
ponent can be optimally extracted, clearly with the 
orientations used in Expt 1, it seems that an integration 
process relying on a weighted average of two signals, the 
translation motion and the local normal readings, may 
explain the effect of line orientation. In this context, the 
relative weighting of both signals would represent the 
eII%ency with which these signals serve as inputs for the 
combination stage. 

GENERAL DISCUSSION 

Our experiments present conditions under which a 
straight oblique line undergoing an horizontal trans- 
lation is apparently slower than a vertical line moving at 
the same velocity. This misperception increases when the 
line is tilted towards the horizontal. The apparent speed 
of the tilted line also reduces with greater line length, 
with lower speeds, or with lower luminance levels. The 
dependence of apparent speed on line orientation indi- 
cates that local speed readings, whose magnitude become 
shorter with more tilt, are taken as such by the visual 

system, thus drawing the final integrated speed towards 
lower estimates. 

HOW do these results fit with current models of motion 
perception? A model based on a voting scheme (e.g. 
Perrone, 1990) for integration across space predicts the 
effect of line length, and can also predict the greater bias 
with lower speeds if it is assumed that low speeds permit 
better spatial pooling. However, the effect of luminance 
is not compatible with this type of models, because if all 
votes were equal, then lowering the luminance should 
not change the bias. In order to account for this effect, 
a model which integrates by averaging over spatial scales 
(e.g. Smith & Edgar, 1991) is more suitable, provided 
that large and small detectors have different contrast 
sensitivities. According to this view, large motion detec- 
tors detecting the translation signal would be relatively 
more affected by low luminance levels. Such integration 
over multiple spatial scales would also predict the speed 
effect if one assumes that detectors tuned to high speeds 
have large receptive fields (van de Grind et al., 1986), 
and thus process the whole oblique line as a blob. One 
finding does not seem consistent with this latter model, 
however. In fact, it does not predict that increasing the 
line length would enhance the component of motion 
normal to the line as was effectively reported in Expt 1. 
Similarly, is the model of Wilson et al. (1992), which uses 
a vector averaging integration algorithm of Fourier and 
non-Fourier motion inputs, compatible with our data? 
In its current form, this model considers that non- 
Fourier motion is a texture boundary motion that must 
be extracted over regions much larger than those needed 
with Fourier motion. Given this formulation, it seems 
unclear how to derive a prediction for our stimuli which 
do not contain such texture boundary motion. Finally, 
we propose that the involvement of the line endings as 
specific motion “carriers” of the translation signal comes 
closest to explaining the data reported here and in 
previous studies (Lorenceau & Shiffrar, 1992; Lorenceau 
et al., 1993). 

There is electrophysiological evidence that feature 
points, such as line terminators or line discontinuities, 
could be processed by specific detectors. This processing 
could be related to the activity of end-stopped cells 
(Hubel Br Wiesel, 1965; Orban, Kato & Bishop, 1979; 
Dobbins, Zucker & Cynader, 1989; Versavel, Orban & 
Lagae, 1990). In addition, a number of neurons show 
specific responses to many different pattern discontinu- 
ities in the area V2 of the monkey (von der Heydt & 
Peterhans, 1989; Peterhans & von der Heydt, 1989) and 
in the area 19 of the cat (Saito, Tanaka, Fukada & 
Oyamada, 1988; Tanaka, Ohzawa, Ramoa & Freeman, 
1987). 

We propose a tentative model for the rules governing 
the combination of different velocities. This model pos- 
tulates a weighted average process of early motion 
signals and makes predictions that are consistent quan- 
titatively with our present results, and at least qualitat- 
ively with previous ones (Lorenceau et ai., 1993). Other 
studies bearing on the integration of different velocities 
have argued in favour of averaging processes between 
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early motion signals. Studies using moving random-dot 
stimuli have clearly shown that direction information 
(van Doorn & Koenderink, 1982; Williams & Sekuler, 
1984; Watamaniuk, Sekuler & Williams, 1989; Williams, 
Tweten & Sekuler, 1991) as well as speed information 
(Watanamiuk & Duchon, 1992) could be averaged by 
the visual system. Using spatially dispersed contours 
moving within visible apertures, Mingolla, Todd and 
Norman (1992) also noticed that a vector average 
measure of velocity signals normal to these contours was 
consistent with their results. 

Averaging of speed information is also suggested, in 
our opinion, by the results of Ferrera and Wilson (1991) 
with plaid motion stimuli. Plaids are classically used to 
study the integration of two different motion signals. 
Actually, these stimuli are composed of two superim- 
posed moving gratings having different orientations, and 
appearing as a unique rigid moving plaid under particu- 
lar conditions. However, it has already been remarked 
that the regions where the light and dark extrema of the 
individual gratings coincide form conspicuous nodes 
which could contribute, at an early level, to the analysis 
of motion (e.g. Derrington & Badcock, 1992). One 
consequence of making allowance for the motion of the 
nodes is that three signals, instead of two should be 
integrated by the visual system. With this simple assump- 
tion, the results of Ferrera and Wilson (1991) may be 
consistent with an integration process relying on vector 
averaging. These authors have measured the perceived 
speed of plaids with respect to moving standard gratings 
of different spatial frequencies. When the standard pat- 
tern was a grating of the same spatial frequency as the 
components of the plaid, the perceived speed of the 
plaids was slower than that of the nodes and larger than 
that predicted by the single components. This finding 
may be interpreted, at least qualitatively, in terms of an 
average measure of the components’ velocities and of the 
nodes’ velocity. 

In agreement with this interpretation, there is an 
additional striking feature of Ferrera and Wilson’s 
(1991) data that could be related to ours: namely, 
apparent speed decreases with greater angles between the 
components, that is with lower component speeds while 
nodes speed stays constant. This finding suggests that 
lower component-speeds could be responsible for draw- 
ing the final apparent speed of the plaid towards lower 
estimates. We suspect therefore that the same mechan- 
isms could be at work in these studies and in ours, 
insofar as the motion of the nodes and of the terminators 
are considered to be relevant signals for the visual system 
in order to compute a final velocity. 

In the same study however (Ferrera & Wilson, 1991), 
the perceived speed of plaids was predicted by the nodes’ 
motion vector whenever the standard grating had the 
same spatial frequency as the spatial frequency of the 
nodes forming the plaid. To interpret the absence of 
vector averaging in this case, we suggest as pointed out 
by Mingolla et al. (1992) that the speed of the nodes was 
rendered more “accessible” by the use of a standard 
grating of the same spatial frequency as that of the 

nodes. In these conditions, the nodes’ motion would 
become more emphasized relative to the components’ 
motion in the integration process. Note that this variable 
perceptual salience of the nodes may be equivalent to 
that of the terminators which we have already reported, 
and could also depend on the same factors. 

This idea may be pursued by considering the data 
concerning plaid-direction errors. These errors are classi- 
cally defined with respect to the so-called intersection of 
constraints rule (IOC) as proposed by Adelson and 
Movshon (1982). The IOC solution is the only global 
motion consistent with the velocities of its two constitu- 
ent gratings (components) assumed to be translating 
rigidly in the fronto-parallel plane. 

The perceived direction of moving plaids has been 
studied more extensively than their perceived speed. 
Ferrera and Wilson (1990) found that type II plaids 
(both components lie on the same side relatively to the 
IOC resultant) were perceived with a direction different 
from that of the IOC predicted direction. Actually, the 
perceived direction was biased towards the vector sum 
direction (by about 5 deg). Note that when considering 
only direction, vector sum and vector mean direction are 
equivalent. These authors then suggested that averaging 
of both component motions was carried out concur- 
rently with the intersection-of-constraints rule. 

More recently, Yo and Wilson (1992) studied how the 
perceived direction of type II plaids was affected by their 
duration, contrast and eccentricity, and a model ac- 
counting for these data was proposed (Wilson et al., 

1992). Their three main results are the following. 
(1) In peripheral vision, the perceived direction of type 

II plaids deviates by up to 40 deg from the IOC predic- 
tion. This deviation is smaller than that which would 
have been produced if direction judgements had been 
based on vector summation or on the direction of the 
faster component. 

(2) At low contrasts (5 and 10%) in fovea1 viewing, the 
perceived direction of plaids is grossly biased toward the 
vector average of both components. 

(3) At higher contrasts, this bias still occurs for short 
durations (< 90 msec) and becomes smaller, i.e. closer to 
the IOC motion, only after a time lag (150 msec). 

These data present a great resemblance with our 
previous results (Lorenceau et al., 1993). We showed 
that the perceived direction of lines translating in a 
direction not perpendicular to their orientation could be 
biased towards local readings extracted along the lines. 
This bias occurred at low contrasts or with short dur- 
ations of presentation, and progressively disappeared 
when contrast or duration was increased. We interpreted 
these findings as evidence that the motion of terminators 
was less reliably processed at low contrast levels or at 
short durations, which rendered the local normal signals 
more pregnant in the final velocity estimation. The effect 
of peripheral viewing on velocity integration has also 
been studied by Lorenceau and Shiffrar (1992). They 
demonstrated that the true motion of an outlined dia- 
mond seen behind invisible apertures could be better 
recovered at 7 deg of eccentricity than in the fovea. In 
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order to extract the true global motion, this task necessi- 
tated reliance on the motion~om~nents normal to the 
lines and not on the motion of line terminators. Thus the 
integration of the terminators’ motion seemed relatively 
reduced in the periphery. 

Altogether these data obtained with single lines are 
akin to those obtained with plaids by Yo and Wilson 
(1992). Indeed, with both types of stimuli, there is a 
similar effect of contrast, duration and eccentricity on 
the strength of the bias towards normal components. It 
seems thus very likely that similar integration processes 
may be at work in both cases. These processes have been 
modelled by Wilson et al. (1992) and have successfully 
predicted the plaiddir~tion errors. A key feature of this 
model is that normal components of motion are aver- 
aged with the signal constituted by the motion of illusory 
contours which are created by the alignment of the 
plaids’ nodes. 

Could we interpret the plaid-direction errors by taking 
into account the motion signal elicited by feature points 
such as the nodes? It is known that the motion of the 
nodes in a plaid is equivalent to the motion of its IOC 
resultant. If we assume that the nodes in the plaids are 
(like the line-terminators) more or less salient depending 
on contrast, duration or e~entricity, we may try to 
describe the work of Yo and Wilson (1992) in the 
following way. In conditions in which the nodes are not 
optimally processed (low contrast, large eccentricity or 
short duration), the perceived direction would depend 
primarily on the motion of the components, and other- 
wise it would depend on a compromise between the 
components and the nodes. Only when the nodes are 
conspicuous features (high contrasts and long duration) 
would they overcome the bias due to the components 
and constrain the plaid motion to the IOC predicted 
direction. 

It is notewor~y that the difference between Wilson 
el al. (1992) model and our interpretation relies partly on 
the nature of the signal used to counteract the com- 
ponents’ motion. We agree that the texture boundary 
motion, obtained after squaring of the plaid and appro- 
priate filtering, is a plausible candidate. Another non- 
Fourier motion candidate, however, may be the nodes 
motion, and could be processed concurrently. 

To summarize, we have reviewed some important 
plaid-motion results and pointed out their resemblance 
with our single lines data. From the model developed by 
Wilson et al. (1992) to account for plaid-misper~ptions, 
it is however not clear how to derive quantitative 
predictions for single moving lines. Therefore, we 
suggest that the allowance for nodes’ motion in plaids 
may help bridging the gap between results involving 
different stimuli such as random dot moving stimuli, 
plaid-stimuli and moving contours. 

Finally, the speed bias reported in this study, corre- 
sponding to a speed underestimation with respect to 
the line’s translation, fits well with the directional 
bias reported in the work of Lorenceau et al. (1993) 
with oblique moving straight lines. In addition, the 
effects of line luminance and line length on the strength 

of this bias are qualitatively similar in both studies. This 
convergent of results is an incentive to further quanti- 
tative investigation of the correlation between speed- 
and direction-coding for moving two-dimensional 
patterns. 
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APPENDIX 

Vector calculus is used to obtain the magnitude of a vector Va, defined 
by equation (1) with an angle 6 between V, and Vr (Fig. 6). A vectorial 
quantity is noted with bold characters, whereas its magnitude is 
represented by normal ones 

Va,=atV,+B*Vr (1) 

witha+B=l. 
By taking the square of both sides of equation (l), we obtain: 

(Va,)r = a2*V12 + g2*Vt2 + 2*a**/?*(Vr’Vr) 

and 

(Vai)2 = a2*V12 + g2*Vt2 + 2*a**fi*VL*VT*cos(6) 

substituting cos(0) = V,/v, into (1’): 

Va’ = Vt2r(/12 + (a* + 2*a*/?)*(V,/Vr)‘) 

and finally: 

(1’) 

Va,/V, = J(BZ+ (a* + 2*x*/I) (V,/Vr)2). (2) 


